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Abstract

Thereis a growing demandfor high precisiontex-
ture formatsfed by the increasingnumkter of tex-
tures per pixel and multi-passalgorithmsin dy-
namic texturing and visualization. Thereforesup-
port for wider dataformatsin graphicshardware
is evolving. The existing functionality of current
graphicscards however, canalreadybeusedto pro-
vide higher precisiontextures. This papershavs
how to emulatea 16 bit precisesignedformatby use
of RGBAS texturesandexisting shaderandregister
operationsTherebya 16 bit numberis storedn two
unsigned8 bit color chanrels. The focuslies on a
16 bit signednumberformatwhich generalizesx-
isting 8 bit formatsallowing losslesgormatexpan-
sions,andwhich hasan exact representatiomf 1,
0 and—1 allowing stablelong-lastingdynamic tex-
ture updates. Implementationf basicarithmetic
operationsand depemlent texture loop-ups in this
formatare presentedind examplealgorithmsdeal-
ing with 16 bit precisedynamicupdatesf displace-
mentmaps,normaltexturesandfilters demonstrate
someof theresultingapplicationareas.

1 Intr oduction

The programmalbity of graphicshardwareandthe
setof availableoperation$rasbeengrowing rapidly
in recentyears. Researchemalke useof this situa-
tion either by extending hardware algorithmsand
designing nenv applicationswhich still are sup-
ported by new graphicsfeaturesor by analysing
softwarebasedyraphicspackagesandextractingor
simplifying parts, suchthat thesecan be mapped
on the new graphcs hardware functionality Both
caseshave in commonthat a growing numberof

complex multi-passalgorithmstry to make the best
possibleuseof the available resourcesaandthe ap-
plicationsare becomingcomputationly moreand
moredemarmling.

Even when the set of available operationswas
morerestrictedvariousalgorithmsweredesignedo
exploit graphics featuresfor computationgl, 4, 6].
With thewider availability of extensiondik e multi-
texturing and pixel textures the areaof applica-
tions widenedstrongly reachingfrom lighting and
shadingcompuations[7, 8, 12, 13] to variousim-
age processig applications[5, 9, 10, 11, 20] and
adwanced hardware acceleratedhadinglanguags
[14, 15]. The author himself has implemented
complicatednumericalschemessolving parabolic
differential equationsfully in graphcs hardware
[16, 17].

In all these applications dealing with multi-
passeandmultipletexturesthereis aconeernabout
the inevitably occurringerror dueto the low reso-
lution of the color chanrels which usually consist
of only 8 bits. Especiallywhendealingwith high
dynanic rangeimages[2, 18] several color chan-
nelsareusedtogetherto handlethis problem. New
HILO texture formatsintroducedby NVIDIA [3]
alsomeanto provide higher precisiontexturing in
particularfor lighting computations. Thesesolu-
tions,however, arerestrictedo certainapplications,
sothatthey cannd be usedfor arbitraryhigh preci-
sion computationsor visualizations. We intend to
overcomethis difficulty by demorstratingthat the
existing extensionsalreadyallow the introduction
of a compositel6 bit formaton RGBAS textures,
on which the sameoperatiors ason the low preci-
sion formatscan be applied. The ideabehindthis
emulation, however, is not as muchto provide a
completesupportfor 64 bit rendering,as this will
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be coveredby future graphicshardware more effi-
ciently, but ratherto allow an easyandbandvidth
efficientconcurrem usageof 8 and16 bit rendering
suchthat the higher precisionformat can be used
to quickly resole partialaccurag problemson to-
days8 bit architectures.Similarly, in the presence
of anative 16 bit formatthis approachwould allow
to emulatea 32 bit format.

The techniquesof implementinghigh-predsion
arithmetic from low-precision building-blocks as
suchareelaborateandhave beenusedin countless
architecturesTheproblemof doingthisin graphics
hardware,however, liesin thevery restrictedavail-
ability of conditionalstatement®n a per fragment
basis. The extensionsof pixel shadersandregister
combinersavailable on a GeForce3seemedo of-
fer the highestflexibility for this purposeandhave
beenusedfor the implementations. Theoretically
the alpha-testand somekind of depenént texture
accesswould alsosufice to obtainthe samefunc-
tionality, however, the performane would suffer
hearily dueto numeros passesBut astheimple-
mentationof the emulatedoperatiors areindepen-
dentanddo not all rely on the samegraphicsfea-
tures,someof themmay alsobe efficiently realized
in amorerestrictedsetting.

We will first review thedifferentnumber formats
underOpenGLandexplainthechoiceof acompos-
ite 16 bit format. The following main sectionwill
then presentthe implementationof the arithmetic
anddependat texture operationsand describeex-
ampleusage.

2 Number Formats

In this sectionwe discussthe differentfixed-point
numberrepresetationsin OpenGLandwhich con-
ditions would be desirablefor a new signed16 bit
numberformat.

Currently standardOpenGLknows only an un-
signed 8 bit fixed-point format, but the growing
arithmeticwithin thetexture ervironmentstendsto-
wardsa signed9 bit formatasusedby the register
combiners.RecentlyNVIDIA introduceda signed
8 bit format and a signedand unsigred 16 bit for-
mat. Unfortunately switching from a lower to a
higherprecisionformatdoesnot alwaysimply that
all numbersin the lower precisionformat can be
exactly representedn the higher one. This prob-
lem is not specificto the OpenGL setting, but a

generaldifficulty in defining fixed-pointrepresen-
tations.Thesituationis even moreconfusingasthe
unsignel formats may be re-interpretedas signed
numbersby the mappingz — 2z — 1, which is
available at somestagesin the graphicspipeline.
Table1 givesanoverview of the differentformats.

We seethatthe unsigred 8 bit formatrepresents
a subsetof the unsignedl6 bit formatandthatthe
signed8 bit represents subsebf the signed16 bit
format, so that thesepairs of formatscan be used
togethereffectively. But the representechumbes
from the signedand unsignel formatshave almost
nothing in common so that corversiors between
thesewould inevitably lead to loss of precision,
which would prohibit suchcorversionsin accumu
latingtextureupddes. Thereforewe will requirethe
new compositeformatto be a superseof all of the
lower precisionformats. Naturally the other 16 bit
formatscannotbe generalizedy a formatwith the
sameresolution.

The bestgeneralizatiorso far of signedandun-
signedformatsis given by the signed9 bit format
which is a supersebf both the unsignel 8 bit and
the normalexparsion of the unsignedB bit format.
Moreover, the signed9 bit format hasthe advan-
tagethe it exactly representghe neutralelements
of addition0 and multiplication 1 and its divisors
—1, which is very importantfor long-lastingdy-
namictexture updates.If, for example,we dynam
ically change a texture every otherframeusingad-
ditionsand multiplications,but want someareasof
the texture to remainunchangd for sometime or
even throughout the processwe mustrely on the
exact representatiorof 0 and 1 or elsewe would
have to storetheinformationaboutevery region to
be protectedsomevhereandusesomesortof frag-
menttestto leave themunchamed. By generalizing
the singed9 bit format asrequiredabove, we will
automaticallytransferthis propertyof exactrepre-
sentatiorof {0, 1, —1} to the compositeformat.

Additionally we would want the first 8 bit color
channé of thecomposte 16 bit numberrepresenta-
tion to be - on its own - the bestpossibleapprox
imation of the signed16 bit numbe. This would
allow us to useonly the first partin caseswhere
thefull precisionis not requiredor difficult to use.
Finally we shouldchoosea format which requires
only few operatiors to performthe carry-over arith-
meticnecessaryor 16 bit operationgerformedon
signed8 bit multipliersandaddes. Thus,we may

666



Table1: Comparisorof numbe formatsin OpenGL.

unsigred unsigred unsignel 8bit signed signed signed

8 bit 16 bit 221 9 bit 8 bit 16 bit
formula a/255 a/(255-257) (2a—1)/255  a/255 a/128 a/(128-256)
rangeof a [0,255] [0,65535] [0,255] [—256,255] [—128,127] [—32768,32767)

summarizethe conditionsfor the desiredsigned16
bit formatasfollows:

e Thecompositenumberformatshouldbe a su-
persetof all lower precisionformatsfrom Ta-
ble1.

e |ts first 8 bit chamel shouldbethe bestpossi-
ble approaimation to the whole signed16 bit
numbe.

e The format shoudd allow an efficient imple-
mentationof the carry-over arithmetic.

A format which fulfills these conditions can be
definedon a RGBAS texture in the following way.
We let (R, A) representthe first signed 16 bit
numberand(G, B) thesecond.Therepresentation
of afixed-pointnumberis givenby:

Y(r,a) = 5k ((2r —255) + 1is(a —128))
= gzriog (256(r — 128) + a)
U(R,A) := (2R—1) + m(A— D)

= (2R ggg) + 128

Thefirst rows definethe correspadencefor integer
r anda, andthe secondor fixedpoint R = r/255
and A = a/255 (1 correspods to 255 and%
to 128). From the first formula we seethat our
compositeformat generalizegshe lower precision
formatsfrom Table1, asit prodwcesall numerators
from —255 - 128 to +255 - 128 for the common
denominatoR55 - 128. Moreover, by definitionthe
mappingof thefirst color channelR correspmdsto
the normal expansionof an unsignel 8 bit format
giving the bestpossibleapproximaion to thewhole
16 bit number Thus the format fulfills the first
two conditionsgiven abore. The satishction of
the third conditionwill becomeclearin Section3
wherewe will presentheexactimplementation®f
arithmeticoperatiors.

At the endof this sectionwe shouldlook at pos-
sible dravbacksof this format. The problemwith
fixed-pointnumbes having anexactrepresentation
of {0,1,—1} is an unavoidable representatiorof

numbes outsideof the range[—1,1]. In caseof
the signed 9 bit format this is —% and in our
caseall numberswith r = 255, > 128 and
r = 0,a < 128. It would be very unpleasat hav-
ing to definean external format with a resolution
deper numberrange.This problemis well known
andhasinfluencedthe decisionagainstsuchexter-
nalformatsasdiscussedh NVIDIA’stextureshader
specification[3]. But asin the caseof the signed
9 bit format additiona clampingoperationsvould
solve the main disadartageof overrepresentation
and would gain smoothertransitionsbetweenthe
existing formats.

3 Operations

In this sectionwe will presenthow the basicarith-
metic operationsaddition, subtraction,multiplica-
tion, division and depenént texture look-upscan
be realizedat 16 bit precisionwith our compgaite
numbe formatin RGBAS8 textures.Shortexamples
will demorstratepossibleusesof the operations.

While the predefined16 bit formats can only
be usedin few specialoperationsand their values
must be uploaded from main memory the opera-
tionsfrom this sectionwill exhibit the mainadwan-
tageof the new compodéte format by allowing dy-
namicchargesto thethe operands.

All occurringtextureswill be two dimensional.
They will usually containthe first 16 bit chanrel
in the colors (R, A) and the secondin (G, B),
where R,G, B, A € [0, 1] representfixed-point
valuesin 8 hit. This choice will becomeclear
in Section3.3. Textures will be seenas two-
dimensioral four-valuedmapping: D : (z,y) —
D[RGBA](z,y). Thenecessaryperationdn the
pixel shadersand register combines will be given
in pseud-code notation, where '+’ meansis
mapped to , '—' meansis stored in , ‘e’ dendes
the dot-prodict and’-’ the compment-wisemulti-
plication.
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3.1 DependentTexture Look-Ups

Let T be ary texture which should be accessed
via a dynanically generatedlisplacemenmap D
with the 16 bit x-displacemetin (R, A) andthe 16
bit y-displacementn (G, B). Thena quick 8 bit
precisetextureoffsetT’(x + s - D[R],y + s - D[G])
canberealizedin pixel shaderghrough:

T(x+s- D[R],y +s-D[G])

0:tex2d (z,y,z) — D(z,y)

1: dot2d u, = (2s,0,z — s) ¢ (D[R], D|G], 1)
blueto 1 =z+s-(2D[R]—-1)

2:lut2d uy, = (0,2s,y — s) o (D[R], D[G], 1)
blueto 1 =y+s-(2D[G] 1)

— T(ug, uy)

where s is a userset scalingfactor which deter
minesthe maximalpossibleoffset.

Example: Brownian motion. Let V' be a vector
field with randam x-comporentsin (R, A), random
y-comporentsin (G, B) andthe wrap modesetto
repeatandD adisplacemat mapasabove initially
setto zero. Thenthefollowing shortalgorithmwill
producearandomlocal motionin thetextureT":

r, = randon{2'®);

r, = randon(2'®);
V=V(z+rs - V[R]y +ry - V[G]);
D+=1-V;

R =T(z + D[R],y + D[G]);

wherer steerghe speedof themotionand R holds
the resulting texture in eachstep. Although the
look-up itself takes placein only 8 bit, the motion
canvary acrosghetexturewith 16 bit sincethedis-
placementD is storedandcalculatedn 16 bit. The
implementatiorof 16 bit preciseadditionand mul-
tiplication is shawvn in the following subsections.
In particular the usermay vary = within a bigger
range,without having to fearthatthe motion stops
altogetherbecawsethe multiplicationwith = evalu-
atesto zero.

As the predefined texture offset operations
require a DSDT or HILO input format we
would currently need two separatetextures for
x-displacement D,[GB] and y-displacenent
D,[GB] with D.[R] and Dy[R] setto onefor a
dynamic16 bit preciselook-upin pixel shaders:

T(x+s-Dy[GB],y + s - Dy[GB])

0:tex2d (z,y,2) — Dy(z,y)
1:tex2d (z,y,2) — Dy(z,y)

2:dot2d u, = (z + s332,2s, 5/128)
* (1, D2 [G], Do [ B])
=z + s-¥(D.[G], D;[B])
3:lut2d wuy = (y + 5238

255,23,3/128)
e (1, Dy[G], Dy[B])
=y +s-Y(Dy[G], Dy[B])

— T(ug, uy)

where s again scalesthe offset. Here we could
also obtain an absoluteand not an offset-texture
look-up by eliminatingthe coordinatesz andy in
the pixel shaders2 and 3. Then D,, D, would
addressT absolutely i.e. the result would be
T(D;|GB], Dy|GB]). Sucha constructioncanbe
usedto evaluatean arbitrary function f of two 16
bit variablesf(X,Y) = T(X[GB],Y[GB]). The
precisionof this evaludion correspond directly to
the size of the texture T which holdsthe resulting
values.In particularwe couldimplementa division
betweentwo 16 bit numbersin this way, but
naturallytheresultingrangewould still be confined
to the sameinterval for all pixel valuesin animage,
i.e. division by small numbersreally requires
floating-pointformats.

We shouldalsoemphaizethatthe above useof
the dot-product 2d operation,wherethe first part
(shader2) accesses different previous texture,
namelyD,, thanthe secondD,, is uncanmonbut
legitimate.

Example: Advection. Let V,[GB] be the x-
comporent and V,[GB] the y-comporent of a
continuaus vectorfield V. Alike let D,[GB] and
D,|GB] bethex andy-comporentsof a displace-
mentmapinitially setto zero. Thenthe following
short algorithm will producean adwection of the
textureT alongthevectorfield V:

D, +=171-Vy(z — 7D, [GB],y — 7Dy[GB]);

Dy +=r71-Vy(x — 7D,[GB)],y — 7Dy[GB));

R = T(w - Dw[GB]: Y- Dy[GBDa
wherer againsteersthe speedof the motion and
R holdstheresultingadwectedtexturein eachstep.
If we replacedV, by D, andV, by D, we would
obtaina self-adectionof D,, D,, which is a step
towardsfluid dynamics. In this mannerwe could
simulate the motion of gas or water if we also
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forced (D, D,) to be divergencefree asrequired
by the incompresible Navier-Stokes-Equations,
for moredetailswe referto [19].

3.2 Addition and Subtraction

Let the texture tex0 hold a pair of 16 bit pre-
cise x and y coordinatesin (tex0[R], tex0[A])

and (tex0[G],tex0[B]) respectiely, and the
texture tex1 anotherpair in (tezl[R], tex1[A]),

(tex1[G], tex1[B]). For thex andy coordinatdet

(sz,8y) € {—1,1} x {—1,1} encodeindepen-
dently whetheran addition (1 set)or a subtraction
(—1 set)shouldbe performed.Thenthe two simul-
taneousl6 bit preciseadditionsor subtractionsof

the x andy coordinatescan be mappedonto the
registercombine functionality:

tex0[RA, GB] + (sx,sy) - tex1[RA, GB]

0: RGB (tezO[RGB]— 1) + (Sa,8y,8y) -
- (tez1[RGB]— 1) — tex0[RGB]

0:A tez0[B] + sy(texl[B] — %
— sp0[A4]
1:RGB (sp0[4] < 3)? —(0,(sy — 1)/2°, 3)
0 =(0,(sy+1)/2% —3)
:é spO[RGB]
1A tez0[A] + sq(texl[A]— 1)
— sp0[A]
2:RGB tez0[RGB] + (0,—1,-1) -
- sp0[RGB] — tex0[RGB]
2:A (texO[A] — 1) + so(texl[A]— 1)
— tex0[A]
3:RGB (sp0[A] < 2)? — ((s=—1)/2°,0,1)
: —((Sm+1)/29,0,—%)
:é spO[RGB]
4:RGB tez0[RGB] + (-1,0,0) -
- sp0[RGB] — tex0[RGB]
4: A tex0[A] + (—1) - sp0[B]

— tex0[A]

The result of the two parallel 16 bit precisead-
ditions or subtractionslies in tex0 and can be
further procesed by more register combinersor
lighting operationsin the final combiner For
clarity of presentatioinput mappirgsfor constants
are not explicitly given, but the rangesof the

color chanrels have beenchosensuch that there
always exists an appropiate mapping Moreover,
due to the numbe of occurring constantswe use
the NV_registercombiners2 extension providing
combine depementconstants.

Each 16 bit addition above is emulatedby per
forming a compmentwise addition on the color
chanrels,thencheckingthe sumof the lower com-
poner for an overflov andfinally correctingboth
compaments appropriately The great advantage
of the introducedcompasite numbe formatis that
only one such checkis necessarnto handleboth
positive andnegative overflow for bothadditionand
subtraction.In this way our formatfulfills thethird
conditionrequiredin Section2. Thisefficientcarry-
over arithmeticis dueto the factthattheinitial in-
put mappingz — = — é for the addemnls is not
the correctmapping(z — 2z — 1) for the first
color chanrel in our representation The resulting
differenceintroducesa 555 €rror, which cannd be
representedn the first color chanrel. But the ap-
propriate% correctionappliedto theseconccolor
chanrel correctsa possibleoverflow thereinandthe
sumof thesecorrectionscanbe representedh the
first channel. Thereforeonly one condtion hasto
be checled to decidein which directiona correc-
tion on thesecondchannekhouldtake place.

Thereasorfor the awkwardrepeatechegationin
combines 1[RGB], 2[RGB]andsimilarin 3[RGB],
4[RGB] and 4[A] with intermediate(— 1 )-output
mappingis an effort to implicitly realizean addi-
tion of % althoughthereis no suchinput or output
mapping It is necessaryor the re-encodingof the

resultsfrom thesignedrange[— 31, 1) backto [0, 1].

Example: Rotation of normals. Let the texture
N, define the x-compment and the texture N,
the y-compmnentof a normal map, whereashe z-
compamentis implicitly definedif we think of the
normalsto be of unit length. Thenwe canusethe
following algorithm to rotate the normalsaround
thez-axis.

Ny = (1 —¢)Ng + cNy;

Ny = (1 —¢)Ny — cNg;

R = F(N:[G], Ny[G])
where ¢ is a constan steeringthe speedof the
rotation and F is a texture which, addressed
by the main comporents of N, and IV, deliv-
ers the normal with the compued z-componeh
V1= N,[G]> — N,[G]>.
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3.3 Functions and Multiplication

We have suggestedo arrangethe two 16 bit num-
bersinto thecolor chanrel pairs(R, A) and(G, B)
becausethesepairs can be usedfor a depenént
texture look-up.  Such look-ups implement the
applicationof arbitraryfunctionson our composite
16 bit formatandwithin the 4 pixel shaderdoth16
bit channelsanbe mappedoy a differentfunction.
Let D be again a displacemat map with an x
andy componet asbefore,andlet F;, and F, be
256 x 256 texturesencodng nonlinearfunctionson
thecompositel6 bit format. Thenwe canapply F;,
andF, simultaneosly to D usingpixel shaders:

Fx(D[RA]), Fy(D[GB])

0:tex2d (z,y, z) — D(z,y)
1:ar2d (DJ[A], D[R]) — F,(D[RA])
2:gb2d (DI|G], D[B]) — F,(D[GB])

The textures F;, and F, shouldcontainthe values
such that addressé by AR, whereR is the first
color chanrel in the numkber representationthey
deliver the function value in AR and addresse
by GB they deliver it in GB. If it is clearthat a
function need not to be usedin both depenént
modi, thena singletexture F' storingthe valuesof
both F;, andF,, would suffice. Onecouldevadethis
difficulty by storingthefirst channé of the number
representationin A insteadof R, but this would
imply mary moredifficultiesin otheroperations.

Example: Linear filters. In the former examples
we have used multiplications of the form 7 - V'
where 7 is a userdefinedconstan and V' an in-
termediatetexture result. To implementsuchan
multiplicationin 16 bit precisiononedefinesa tex-
ture T)» containingthe productvaluesof arbitrary
16 bit valueswith = and appliesit to V' obtain-
ing (T,[RA](D[RA)), T-[GB](D[GB]). Since
the applicationof the function usesonly the pixel
shadersandthe addition only the register combin-
ers,onecanperformanoperationike D+ 7 - V' in
onepass.In particularonecanquickly implementa
16 bit precisefilter usinga 3 by 3 stencil:
1

Z Cdg,dy T(a: +de,y+ dy);
de,dy=—1
wherecq, 4, arethefilter coeficientsand R con-
tains the filtered texture T'. If eachof the coefi-
cientsis different, which is seldomthe case,one

R=

would need9 texturesTy, 4, encodingthe values
of amultiplicationwith cq4, 4, andalso9 passeso
computetheresult R. But asall computationsare
performedn 16 bit, theresultis significantlybetter
thanin 8 bit, especiallyfor smallcoeficients.

In termsof hardware resourcesthe multiplica-
tion is amuchmorecomplec operationthanthe ad-
dition and thereforemore difficult to emulateus-
ing lower precisioncomputingblocks. The starting
pointis thedecanpositionof the 16 bit productinto
a sumof 8 bit products.Let C and D be two tex-
turesencodingthe 16 bit numkersto be multiplied
in thecolors(G, B). Firstmultiplying therepresen-
tationsof C|GB] and D|GB] we obtain:

¥(C[G],C[B]) - ¥(D[G], D[B]) =
(20[6] -1) - (2D16] - 1)
+13 ((2C[6] - 1) - (DIB] - 3)
+(2D[6] - 1) - (C[B] - 3) )
+5e ((C[B] - 3) - (DIB] - 3) )

Thefirst addendof theresultcanbe evaluatedat 16
bit to M(C[G], D[G]) by a texture look-up with

the first componeats C[G] and D[G] addressing
multiplicationtable M. Thesecondadden maybe
computedand roundedby the register combiners,
while the third gives at most ﬁg which is less
thanonehalf of the smallestrepresentdie numbe

755535 and thus will be ignored. In this way
we can implement a one-pass texture-texture
multiplication in 16 bit precision, but unlike the
addition only one of the 16 bit channelscan be
multiplied atonce.

C[G] - D[G]
0:tex2d (z,y,z) — C(z,y)

1:tex2d (z,y,2) — D(z,y)
2: dot2d u, = (0,1,0) e (0, C[G], C[B])
= C[G]
3:lut2d u, = (0,1,0) e (0, D[G], D[B])
= D[G]
— M(’U/w, u?l)
The resulting textures tex0,texl and tex3 are
now further processedn the register combines

to computethe mixed produds and sum up the
addend of themultiplicationformula.
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tex3[GB]+
tex0[G] - tex1[B] + tex1[G] - tex0[B]

0:RGB (2-texO[RGB]—1)e(0,1,0)
— sp0[RGB],
(2-tex1l[RGB]—1) ¢ (0,1,0)
— spl[RGB]
1A sp0[B]-(tex1[RGB]—1) + spl[B] -
- (texO[RGB] — 1) — sp0[A]
2:RGB (0,0,1) - sp0[A] — texzO[RGB]
2:A spO[A] + 1 — spO[A]
3:RGB (sp0[A] < 3)? —(0,—1/2%, %
- _1
» Vs 2
:_% spO[RGB]
4:RGB tex0[RGB] + (0,—1,-1) -
- sp0[RGB] — tex0[RGB]
5:RGB (tezO[RGB]— 1) +
(tex3[RGB] — 1) — tex0[RGB|
5 A tex0[B] + (tex3[B]—3) — spO[A]
6: RGB (sp0[A] < 1)? —(0,0, %)
: _(071/287_%)
~3 spO[RGB]
7:RGB tex0[RGB] + (0,—1,-1) -

- sp0[RGB] — tex0[RGB]

Themain calculationgtake placein combirer 1[A]
wherethe sumof the mixed prodictsis computed,
and in combiner5[RGB] where the former sum
is addedto the result of the multiplication table.
Combiners3[RGB], 4[RGB] and6[RGB], 7[RGB]
perform againthe carry-over arithmeticasin the
caseof additionandsubtraction.They have differ-
ent correctiondirections,becauseof the implicit 0
in tex0[G] dueto combiner2[RGB].

Example: Nonlinear filters. In the last example
we have seenhow a texture can be filtered with a
stencil of constantcoeficients. If we useseveral
textures insteadof the constants,the coeficients
may vary depemling on the coordinatesand we
obtainanonlinearfilter:

1
R= Y We%(@y) T(e+dsy+dy);
dg,dy=-1
where W4y are now textures containing the
varying weights of the filter for each direction
(de,dy). Nonlinearfilters canbe effectively used

for edgesensitve denoisingof images. Figure 1
shaws the adwantage of the increasedrecisionin
this application.

3.4 Performance

Apartfrom themultiplicationthenew operation®n
the compasite 16 bit formatwill performatalmost
50% of the normalspeed Using the dot-prodict
operationinsteadof the offset-texturefor dependen
texture look-upscostsa factorof 2. The5 combin-
ersof the additionwould normaly costa factor of

3, but sincesomesort of the much slower depen

denttexture accesswill usually preceedthe addi-
tion (a multiplication with a constantfor example)
multiple register combinersseldomreduceoverall
performane. Finally, the multiplicationis compa-
rably slow becausehe dot-prodict operationtakes
8 timeslongerthana normaltexture access.This
factor however, is not surprisingas the comple-

ity of a multiplication grows quadatically with the
bitlengthof theoperandssoit is ratheramazinghat
it canberealizedin a singlepassatall. Moreover,

other time consuning procedires such as texture
objectswitching or implicit pipeline flushing may
absorbthesetheoreticalextra costs,ashasbeenex-

periencedn thefilter example(Figurel).

4 Conclusions

A compasite 16 bit numberformat hasbeenpre-

sentedon which precisearithmeticand dependeh
texture operationscan be efficiently performed.
In particularthis format allows dynamic accurate
changesto displacementnaps,normalsandfilters.

Thesehigh precisionoperatiors naturally require
more texture memoryand computingtime, but are
still fastenowgh to be usedin precisionsensitie

partsof real-timemulti-passalgorithms. Also the

detailsof this 16 bit emulationmay seemdeterrent
at first, however, onceimplementeche operatiors

canbeusedin asimplemoduar way. We hopethat
by useof this virtual 16 bit format more precision
sensitve visualizationandcomputingcanbe accel-
eratedn graphicshardware.
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8 bit results 8 bit encolored virtual 16 bit results  virtual 16 bit encolaed

Figurel: Fromtopto bottomevery tenthresultof a nonlineardiffusionfilter appliedto anoisy 256> image
is shavn. Althoughthelast8 bit resultmay seempleasanatfirst, the dark blue baclkgroundandtheyellow
and greencolor of the moon clearly corvey a massdefect. The new 16 bit format, on the other hand,
preseresthe overall massandeliminatesartefictsmuchsmootheidueto thefiner quartization.

For adirectcompaisonbothsequereswerecomputecon RGB8textures(theread-backor LA8 wasvery
slow). The 8 bit compuationtook 5msfor a time-stepandthe virtual 16 bit compuation 8ms. Although
threeindeperent8 bit filters could have beenusedin parallelon RGBS, the performanceof more than
50%of thenormalspeedogethemwith thehigherquality resultscountin favour of thevirtual 16 bit format.
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